ABSTRACT – Performance of distributed systems can be improved by load sharing (i.e., distributing load from heavily loaded nodes to lightly loaded ones). Dynamic load sharing policies take system state into account in making job distribution decisions. The state information can be maintained in one of two basic ways: distributed or centralized. Two examples of distributed policies are the sender-initiated and receiver-initiated policies. While distribution of state information makes the distributed policies suitable for large distributed systems, they do suffer in performance. The centralized single coordinator policy is the best policy from the performance point of view in the absence of contention for the coordinator node. However, for large systems, the coordinator may become a bottleneck limiting the performance benefits of such a policy. In addition, the single coordinator causes fault-tolerance problems as the load distribution is dependent on this single coordinator node. Furthermore, in large hierarchically distributed networks (e.g., several LAN clusters connected by a WAN), consulting the central coordinator is expensive and leads to performance problems. The hierarchical policy mimimizes these performance bottlenecks. In this paper, we compare the performance of the hierarchical load sharing policy with that of the two distributed policies and the centralized single coordinator policy in heterogeneous distributed systems. In order to see how close the hierarchical policy performs in comparison to the single coordinator policy, we have considered the scenario where the bottleneck problem does not exist in the centralized policy. We show that the hierarchical policy performs very similar to the single coordinator policy for all the various system and workload parameters considered in this study.
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1. INTRODUCTION

Performance of distributed systems can be improved by load sharing. Load sharing attempts to distribute system workload from heavily loaded nodes to lightly loaded nodes in the system. Load sharing policies can be either static or dynamic. Static load sharing policies do not require system state information in making load distribution decisions. Dynamic policies, on the other hand, make their load distribution decisions based on the current (or most recent) system state. By reacting to the system state changes dynamically, dynamic load sharing policies tend to provide significant performance improvements compared to static policies and no load sharing. This paper considers dynamic load sharing in heterogeneous distributed systems. As in [15], we consider two types of heterogeneous systems: type I and type II. In type I systems, all nodes are identical but the job arrival rate at different nodes can be different; in type II systems, processing rates of nodes are also different.

Two important components of a dynamic policy are a transfer policy and a location policy [4]. The transfer policy determines whether a job is processed locally or remotely and the location policy determines the node to which a job, selected for possible remote execution, should be sent. Typically, transfer policies use some kind of load index threshold to determine whether the node is heavily loaded or not. Several load indices such as the CPU queue length, time averaged CPU length, CPU utilization, the amount of available memory etc., have been proposed/used [11,18,21]. It has been reported that the choice of load index has considerable effect on the performance and that the simple CPU queue length load index was found to be the most effective [11].

The dynamic policies can employ either a centralized or a distributed location policy. In the centralized policy, state information is collected by a single node (called the “coordinator”) and all other nodes would have to consult this node for advice on the system state. In the distributed policy, system state information is distributed to all nodes in the system. The centralized policy has the advantage of providing near perfect load sharing as the coordinator has the entire system state to make a load distribution decision. The obvious disadvantages are that it suffers from diminished fault-tolerance and the potential for performance bottleneck. In this context, it should be noted that some studies have shown that the node collecting and maintaining the system state need not be a performance bottleneck for reasonably large distributed systems [19]. However, if the system is geographically distributed (for example, several LAN clusters of nodes interconnected by a WAN), consulting a central node is very expensive and causes performance problems. Thus, the use of the centralized policy is often limited to a cluster of nodes in a large distributed system [22].

The distributed policy eliminates these disadvantages associated with the centralized policy; however, distributed policy may cause performance problems as the state information may have to be transmitted to all nodes in the system. Previous studies have shown that this overhead can be substantially reduced by sampling only a few randomly selected nodes [4,5]. A further problem with the distributed policies is that the performance of such policies is sensitive to variance in service times as well as inter-arrival times [1]. Distributed policies are, however, scalable to large system sizes.

To overcome these problems, we have proposed a hierarchical load sharing policy that combines the merits of the centralized and distributed policies while eliminating/minimizing the disadvantages of these policies [2]. The performance of the hierarchical policy in homogeneous distributed systems has been reported in [2]. In this paper, we focus on the performance of the hierarchical policy in heterogeneous distributed systems. Since distributed systems are often heterogeneous in nature and load sharing policies are sensitive to heterogeneity, it is important to study the performance in a heterogeneous system. The results reported here suggest that the hierarchical policy provides substantial performance improvements over the sender-initiated and receiver-initiated policies; its performance is closer to that of the centralized policy while providing scalability and fault-tolerance closer to that of a distributed policy. Note that the centralized policy is the best policy if there is no contention/bottleneck problem for the coordinator.

Location policies can be divided into two basic classes: sender-initiated or receiver-initiated. In sender-initiated policies, congested nodes attempt to transfer work to lightly loaded nodes. In receiver-initiated policies, lightly loaded nodes search for congested nodes from which work may be transferred. It has been

This report can be obtained from http://www.scs.carleton.ca.
shown that, when the first-come/first-served (FCFS) scheduling policy is used, sender-initiated policies perform better than receiver-initiated policies at low to moderate system loads [5]. This is because, at these system loads, the probability of finding a lightly loaded node is higher than that of finding a heavily loaded node. At high system loads, on the other hand, receiver-initiated policies are better because it is much easier to find a heavily loaded node at these system loads. There have also been proposals to incorporate the good features of both these policies [17,18].

In the remainder of this section, we briefly review related work and outline the paper. There have been several studies published on this topic (an excellent overview of the topic can be found in [18]) [1-7, 9-22]. Here, for the sake of brevity, we only review a subset of this literature that is directly relevant to our study. Eager et al. [4,5] provide an analytic study of sender-initiated or receiver-initiated load sharing policies. They have shown that the sender-initiated location policy performs better at low to moderate system loads and the receiver-initiated policies perform better at high system loads. They have also shown that the overhead associated with state information collection and maintenance under the distributed policy can be reduced substantially (by probing only a few randomly selected nodes about their state). Shivaratni and Krueger [17] have proposed and evaluated, using simulation, adaptive location policies that behave like a sender-initiated policy at low to moderate system loads and as a receiver-initiated policy at high system loads. Dikshit, Tripathi, and Jalote [3] have implemented both sender-initiated and receiver-initiated policies on a five node system connected by a 10Mb/s communication network. They report performance of several load sharing policies.

Michandani, Towsley and Stankovic [15] consider the impact of delay on the performance of heterogeneous distributed systems. They consider two types of heterogeneous systems: in type I systems, external job arrival rates at nodes may differ and in type II systems the processing rates of the nodes may differ. They use analytical models to estimate the performance. In order to facilitate analytical modeling, they assume Poisson arrival process (i.e., inter-arrival times are exponentially distributed) and the service times are exponentially distributed. The node scheduling policy is first-come/first-served with no preemption. This work is directly relevant to our study. In their study, we consider the two types of heterogeneous systems. However, we focus on the performance of the hierarchical load sharing policy that has been proposed recently [2].

The remainder of the paper is organized as follows. Section 2 discusses the three load sharing policies against which the performance of the hierarchical policy is compared. The hierarchical policy is described in Section 3. The next section describes the workload and system models that have been used in this study. The results for type I and type II heterogeneous systems are discussed in Sections 5 and 6, respectively. Conclusions are given in Section 7.

2. LOAD SHARING POLICIES

This section gives a brief description of the three load sharing policies used to compare the performance of the hierarchical policy. These policies are the centralized policy (the single coordinator policy) and two distributed policies (sender-initiated and receiver-initiated policies). Throughout this paper, we assume the first-come/first-served (FCFS) node scheduling policy. In addition, job transfers between nodes are done on non-preemptive basis. The rationale for this choice is that it is expensive to migrate active processes and, for performance improvement, such active process migration is strictly not necessary. It has been shown that, except in some extreme cases, active process migration does not yield any significant additional performance benefit [6,9]. Load sharing facilities like Utopia [22] will not consider migrating active processes.

In all the load sharing policies discussed in this paper, the following transfer policy is used. When a new job arrives at a node, the transfer policy looks at the job queue length at the node. This queue length includes the jobs waiting to be executed and the job currently being executed. It transfers the new job for local execution if the queue length is less than the specified threshold value $T$. Otherwise, the job is eligible for a possible remote execution and is placed in the job transfer queue. The location policy, when invoked, will actually perform the node assignment.

2.1. Sender-Initiated Policy

When a new job arrives at a node, the transfer policy described above would decide whether to place the job in the job queue or in the job transfer queue. If the job is placed in the job transfer queue, the job is eligible for transfer and the location policy is invoked. The location policy probes (up to) a maximum of probe limit $P_1$ randomly selected nodes to locate a node with the job queue length less than $T$. If such a node is found, the job is transferred to that node for remote execution. The transferred job is directly placed in the destination node's job queue when it arrives. Note that probing stops as soon as a suitable target node is found. If all probes fail to locate a suitable node, the job is moved to the job queue to be processed locally. When a transferred job arrives at the destination node, the node must accept and process the transferred job even if the state of the node at that instance has changed since probing.

2.2. Receiver-Initiated Policy

When a new job arrives at node $S$, the transfer policy would place the job either in the job queue or in the job transfer queue of node $S$ as described before. The location policy is typically invoked by nodes at times of job completions. The location policy of node $S$ attempts to transfer a job from its job transfer queue to its job queue if the job transfer queue is not empty. Otherwise, if the job queue length of node $S$ is less than $T$, it initiates the probing process as in the sender-initiated policy to locate a node $D$ with a non-empty job transfer queue. If such a node is found within $P_1$ probes, a job from the job transfer queue of node $D$ will be transferred to the job queue of node $S$. In this paper, as in the previous literature [5,18], we assume that $T = 1$. That is, load distribution is attempted only when a node is idle (Livny and Melman [14] call it 'poll when idle' policy). The motivation is that a node is better off avoiding load distribution when there is work to do.

Furthermore, several studies have shown that a large percentage (up to 80% depending on time of day) of workstations are idle [10,13,16,19]. Thus the probability of finding an idle workstation is high.

Previous implementations of this policy have assumed that, if all probes fail to locate a suitable node to get work from, the node waits for the arrival of a local job. Thus, job transfers are initiated at most once every time a job is completed. This causes performance problems because the processing power is wasted until the arrival of a new job locally. This poses severe performance problems if the load is not homogeneous (e.g., if only a few nodes are generating the system load) [18] or if there is a high variance in job inter-arrival times [1]. For example, if four jobs arrive at a node in quick succession, then this node attempts load distribution only once after completing all four jobs. Worse still is the fact that if there is a long gap in job arrivals, the frequency of load distribution will be low. This adverse impact on performance can be remedied by reinitiating load distribution after the elapse of a predetermined time if the node is still idle. The receiver-initiated policy implemented here uses this reinitiation strategy.

2.3. Single Coordinator Policy

In this policy, there is a single node (called the "coordinator") that is responsible for collecting the system state information. Whenever that state of a node changes, it informs this change in
state to the coordinator for updating purposes. A node can be in one of three states:

- it is in a 'receiver' state if the job queue length of the node is less than \( T_l \) (low threshold);
- it is in a 'sender' state if the job queue length of the node is greater than \( T_h \) (high threshold);
- otherwise, it is in an OK state.

where \( T_h \geq T_l \). In this paper, for reasons explained in Section 2.2, we assume that \( T_h = T_l = T = 1 \).

The load distribution is initiated by a receiver node (i.e., a node that is in the receiver state). Typically, at job completion times, if the state of the node changes to receiver, it consults the coordinator node for a node that is in the sender state. If a sender node is found, the coordinator informs the sender node to transfer a job to the receiver node. As in the receiver-initiated policy, reinitiation of load distribution is necessary in order to improve its performance under certain system and workload conditions.

### 3. HIERARCHICAL LOAD SHARING POLICY

#### 3.1. Motivation

Most load sharing policies that have been proposed in the literature use distributed location policies. These include the sender-initiated and receiver-initiated policies discussed in the last section. Previous studies have shown that state information from a few randomly selected nodes is sufficient to provide substantial improvement in performance over no load sharing. Also, probing a significantly larger number of nodes yields only marginal additional improvement in performance. While the distributed policies are scalable to large systems, the performance of these policies is sensitive to variance in service times and inter-arrival times [1].

The centralized policy, described in the last section, provides near perfect load sharing. For example, this policy exhibits least sensitivity to variance in service times and inter-arrival times. However, this policy does not scale well to large systems. In addition, the single coordinator causes fault-tolerance problems. In this context, it should be noted that some studies have shown that the node collecting and maintaining the system state need not be a performance bottleneck for reasonably large distributed systems [19]. However, if the system is geographically distributed (for example, several LAN clusters interconnected by a WAN), consulting a central node is very expensive and causes performance problems. Thus, the use of the centralized policy is often limited to a cluster of nodes in a large distributed system [22].

Thus we would like to have a policy that provides performance very close that of the centralized policy while inheriting the merits of the distributed policies. The hierarchical load sharing policy has been proposed to achieve this objective. We will show that the hierarchical policy, described next, accomplishes this objective.

#### 3.2. The Hierarchical Policy

In the hierarchical policy, instead of a single node maintaining the entire system state, a set of nodes is given this responsibility. The system is logically divided into clusters and each cluster of nodes will have a single node that maintains the state information of the nodes within the cluster. The state information on the whole system is maintained in the form of a tree where each tree node maintains the state information on the set of processor nodes in the sub-tree rooted by the tree node. Figure 3.1 shows an example hierarchical organization for 8 processor nodes with a branching factor \( B \) of 2. Recall that a node can be in one of three states: sender (overloaded), OK (normal load), or receiver (underloaded). We will use +1 to represent the sender state, 0 for the OK state, and −1 for the receiver state.
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**Figure 3.1** An example local hierarchical organization for an 8-node system with a branching factor of 2

(S = sender node, R = Receiver node, OK = OK node)
Since load sharing can be done at various levels of the tree, the root node does not have to handle requests form all nodes in the system. Furthermore, it can also be seen that the set of nodes that form the tree can all be distributed to different system nodes so that no node is unduly overloaded with system state information.

For a system with \( N \) nodes, the maximum number (\( N-1 \)) of tree nodes will be required when the branching factor \( B \) is 2. Since there are \( N \) system nodes these (\( N-1 \)) tree nodes can be distributed uniformly.

With this hierarchical structure in place, various load sharing policies can be implemented on top of it. Here we describe a receiver-initiated policy that works with the hierarchy. As explained in Section 2.2, we assume a threshold \( T \) of 1. That is, whenever a node is idle, it consults the hierarchy (explained next) for a sender node from which the receiver can get a job. The local hierarchical policy that has been implemented works as follows.

When a job is complete at node \( S \), if there are no jobs in its local job queue, it sends a message to its parent tree node (i.e., to the node that is responsible for maintaining this tree node) for a sender node. If the tree node does not have any sender nodes in its sphere, it forwards the message to its parent tree node. This process is repeated up the tree until either a tree node with a sender node is encountered or the root node is reached. If the root node does not have a sender node implying that there is no sender node in the whole system, a “no job” message is sent back to the receiver node that initiated the request. If a tree node with at least one sender branch is found, the message follows a “downward” path along this branch until it reaches the sender node. If the tree node has more than one sender branch, one is selected at random.

When the message reaches the sender node, if that node is still a sender, it transfers a job to the receiver node. If, on the other hand, the node is no longer a sender (as it is in the process of updating its entry in the hierarchy), it sends a “false sender” message to the receiver indicating that there is no job to transfer. When a “no job” or a “false sender” message is received by the receiver node and if the node is still in the receiver state (i.e., there were no local job arrivals since the request) it updates it entry in the hierarchy (to receiver state) and waits for the corresponding reinitiation period and initiates another load distribution request (if it remains in the receiver state at the end of the reinitiation period).

4. System and Workload Models

In the simulation model, a locally distributed system is represented by a collection of nodes. We model the communication network in the system at a higher level. We model communication delays without modelling the low-level protocol details. An Ethernet-like network with 10 Mbits/sec is assumed. The communication network is modelled as a single server. Each node is assumed to have a communication processor that is responsible for handling communication with other nodes. Similar assumptions are made by other researchers [15]. The CPU would give preemptive priority to communication activities (such as sending a message, initiating the communication processor to send a probe message etc.) over the processing of jobs.

The CPU overheads to send/receive a probe and to transfer a job are modelled by \( T_{\text{probe}} \) and \( T_{\text{job}} \), respectively. Actual job transmission (handled by the communication processor) time is assumed to be uniformly distributed between \( U_{\text{tj}} \) and \( L_{\text{tj}} \). Probing is assumed to be done serially, not in parallel. For example, the implementation [3] uses serial probing.

The system workload is represented by four parameters. The job arrival process at each class \( i \) node is characterized by a mean inter-arrival time \( \lambda_{i} \) and a coefficient of variation \( C_{i} \). Jobs are characterized by a processor service demand on a class \( i \) node (with mean \( 1/\mu_{i} \) and a coefficient of variation \( C_{i} \). We study the performance sensitivity to variance in both inter-arrival times and service times (the CV values are varied from 0 to 4). We use a two-stage hyperexponential model to generate service time and interarrival time CVs greater than 1 [8].

As in [15], we consider two types of heterogeneous systems. In type I systems, the nodes are homogeneous (i.e., have the same processing rate) but the job arrival rates at nodes are different. To reduce the complexity of the experiments, we consider two node classes as in [15]. In type II systems, the node processing rates are also different. We consider two node classes in type II systems as well. Nodes in each node class in type II system can have different job arrival rates and service rates.

As in most previous studies, we model only CPU-intensive jobs in this study. We use the mean response time as the chief performance metric to compare the performance of the various load sharing policies.

5. Performance of Type I Systems

This section presents the simulation results for type I heterogeneous systems. Unless otherwise stated, the following default parameter values are assumed. The distributed system has \( N = 32 \) nodes interconnected by a 10 megabit/second communication network. The number of class 1 nodes \( N_1 \) is 6 and the number of class 2 nodes \( N_2 = 26 \). Section 5.2 discusses the impact of node distribution between class 1 and class 2. The average job service time is one time unit (e.g., 1 second) for both classes. That is, \( \mu_1 = \mu_2 = 1 \). The size of a probe message is 16 bytes. The CPU overhead to send/receive a probe message \( T_{\text{probe}} \) is 0.003 time units and to transfer a job \( T_{\text{job}} \) is 0.02 time units. The load distribution reinitiation period when a “no job” (“false sender”) message is received is fixed at 1 (0.2). Job transfer communication overhead is uniformly distributed between \( L_{\text{tj}} = 0.009 \) and \( U_{\text{tj}} = 0.011 \) time units (i.e., average job transfer communication overhead is 1% of the average job service time).

Since we consider only non-executing jobs for transfer, 1% is a reasonable value. The threshold \( T \) for the sender-initiated policies is 2 and \( T \) for the receiver-initiated policies is 1 (as explained in Section 2.1). Similar threshold values are used in previous studies [3,5]. Probe limit \( P \) is 3 for the sender-initiated and receiver-initiated policies.

Batch strategy has been used to compute confidence intervals (at least 30 batch runs were used for the results reported here). This strategy produced 95% confidence intervals that were less than 1% of the mean response times when the system utilization is low to moderate and less than 5% for moderate to high system utilization (in most cases, up to about 90%).

5.1. Performance as a function of system load

Figure 5.1 shows the mean response time as a function of offered system load. Note that the offered system load for class \( i \) is given by \( \lambda_{i} \mu_{i} \). Since \( \mu_1 = \mu_2 = 1 \), offered system load on class \( i \) nodes is equal to \( \lambda_{i} \). In this experiment we have fixed \( \lambda_1 \) at 0.9 and \( \lambda_2 \) is varied to see the performance impact of system load. The results in Figure 5.1a correspond to an inter-arrival CV (\( C_{\lambda} \)) and service time CV (\( C_{\mu} \)) of 1 (for both classes) and those in Figure 5.1b were obtained with the inter-arrival time and service time CVs of 4.

\[ C_{\lambda} = 1 \text{ and } C_{\mu} = 1 \]

When \( C_{\lambda} = C_{\mu} = 1 \), the sender-initiated policy performs better than the receiver-initiated policy for offered system load (on class 2 nodes) of up to about 80%. At higher loads, the receiver-initiated policy is better. This is a well-known result [5,18]. At low system loads, the sender-initiated policy is able to successfully transfer a job as the probability of finding a receiver node is high as there are 26 class 2 nodes.

At higher loads, the performance of the sender-initiated policy deteriorates rapidly. This is because, it is harder to find a receiver node at these system loads. For precisely the same reason, the
receiver-initiated policy provides a substantially better performance than the sender-initiated policy. However, its performance is still far below that of the hierarchical and single coordinator policies as shown in Figure 5.1a.

The hierarchical and single coordinator policies perform much better than both the RI and SI policies. This performance improvement increases with system load. Note that the minimum response time for this workload is 1 as that is the average job service demand used for these experiments. It can be seen from Figure 5.1a that these policies provide performance very close to this value at low to moderate system loads. The main advantage of these two policies is that they can locate a sender node even if there is only one in the entire system as these policies maintain system state information on the entire system. The hierarchical policy performs marginally worse than the single coordinator policy as locating a sender involves sending more messages through the hierarchy. We should emphasize here that the single coordinator policy does not suffer contention problems. The rationale for this choice is that we would like to compare the performance of the hierarchical policy with that of the single coordinator policy, which provides the best performance in the absence of contention for the coordinator.

\(C_4 = 4 \text{ and } C_5 = 4\)

As can be expected, higher service and inter-arrival CVs have a substantial impact on all policies. When \(C_4 = 4\) and \(C_5 = 4\) (for both classes), sender-initiated policies perform better at low system loads. The reason is that there are only 6 (out of 32) nodes operating at an offered system load of 0.9 while the remaining 26 nodes are operating at low system load. Since load sharing activity is initiated at most at \(1/P_{SI} = 1\) rate when the nodes are idle, the 6 heavily loaded nodes do not get much help from the remaining 26 nodes. The following two factors (discussed in Sections 5.3 and 5.4) also contribute to this performance sensitivity: (i) the sender-initiated policy is more sensitive (than the receiver-initiated policy) to the variance in service times, and (ii) the receiver-initiated policy is more sensitive to the variance in inter-arrival times. Due to these interactions, the RI policy performs better than the SI policy for offered system loads on class 2 nodes higher than about 0.55.

It may be noted from Figure 5.1b that the performance of the hierarchical policy is substantially better (particularly at moderate to high system loads) than both the sender-initiated and receiver-initiated policies. For example, the response time decreases from about 7 (with the receiver-initiated policy) to about 3 with the hierarchical policy when the offered system load is 80%. However, the difference between the response times of the single coordinator and hierarchical policies increases with the system load. The following sections discuss the sensitivity of the performance of the four load sharing policies to the degree of heterogeneity and variance in inter-arrival and service times.

**5.2. Impact of degree of heterogeneity**

The results presented in the last section assumed that the class 1 nodes \(N_1 = 6\) and class 2 nodes \(N_2 = 26\), where the 6 class 1 nodes are heavily loaded (offered load of 90%). This section considers the impact of degree of heterogeneity on the performance. In this experiment, the offered system loads for class 1 and 2 are fixed as 0.1 and 0.9 (i.e., \(\lambda_1 = 0.1\) and \(\lambda_2 = 0.9\)). Figure 5.2 shows the results. In this graph, the x-axis gives the number of class 2 nodes \(N_2\) and remaining nodes belong to class 1 group. Since class 1 nodes are lightly loaded, the mean response time increases as we increase \(N_2\).

When the number of class 2 nodes \(N_2\) is smaller, SI performs better than RI because class 1 nodes are lightly loaded and the probability of finding a receiver is high in this case. As \(N_2\) increases, the probability of finding a sender increases. As a result, the RI performs better and the performance of SI deteriorates rapidly at high \(N_2\) values.

The hierarchical policy exhibits a more robust behaviour as \(N_2\) increases. In particular, its performance is substantially better than both the SI and RI policies. The performance of the hierarchical policy is very close to that of the centralized policy. The difference between these two policies increases with \(N_2\) (particularly noticeable at \(N_2 = 31\)). This is because, as \(N_2\) increases, the system moves to a higher system load state as the number of class 2 nodes are at 90% offered system load. At these system loads, the additional delay associated with querying the hierarchy for a sender node increases as there are fewer sender nodes in the system. Thus, such queries traverse more of the hierarchy causing the delay to increase.

---

Figure 5.1 Performance sensitivity as a function of offered system load \((N = 32\text{ nodes}, N_1 = 6, N_2 = 26, \mu_1 = \mu_2 = 1, \lambda_1 = 0.9\text{ and }\lambda_2 = 0.1, T_s = 2, T_R = 1, P_1 = 3, \text{ transfer cost } = 1%)\)
5.3. Impact of variance in service times

This section considers the impact of service time CV $C_{si}$ on the performance of the four policies. In this context, it should be noted that the service time distribution of the data collected by Leland and Ott [12] from over 9.5 million processes has been shown to have a coefficient of variation of 5.3 [9].

Figure 5.3 shows the impact of variance in service time. For this experiment, the inter-arrival time CV for both classes is fixed at 1. The sender-initiated policy exhibits more sensitivity to $C_{si}$ than the receiver-initiated policy. At high $C_{si}$ (for example, when $C_{si} = 4$) receiver-initiated policy (RI) performs substantially better than the sender-initiated policy (SI). The sensitivity of the FCFS policy to service time CV is an expected result because larger jobs can monopolize the processing power that results in increased number of probes in the SI policy. However, this increase in probing activity is useless because, at high system loads, the probability of finding a receiver node is small. At high $C_{si}$, RI performs substantially better than SI mainly because, at high system loads, the probability of finding an overloaded node is high. Thus, for the RI policy, increased probing activity results in increased job transfers (thereby increasing load sharing). This results in better performance and reduced sensitivity to $C_{si}$.

The hierarchical policy provides performance similar to that of the single coordinator policy. The advantage of the hierarchical and single coordinator policies is that they can successfully locate a sender node even if there is only one in the entire system as they both maintain the entire system state. As they successfully transfer jobs to lightly loaded nodes, these two policies exhibit far less sensitivity to service time variance.

5.4. Sensitivity to variance in inter-arrival times

The impact of inter-arrival CV $C_{ai}$ is shown in Figure 5.4. For both classes, the service time CV is fixed at 1. The inter-arrival time CV is set to the same value for both classes and is shown on the x-axis. The receiver-initiated policies are relatively more sensitive to the inter-arrival CV than the sender-initiated policies. The reason for this sensitivity is that increased CV implies clustered nature of job arrivals into the system; this results in reduced probe rate. For example, assume that $C_{ai} = 0$ for both classes. If $C_{ai}$ is also zero, each node invokes the probing process to locate a sender node after the completion of each job because local job arrival would be some time after the completion of the previous job (because of no variations in either service or inter-arrival times). Now increasing $C_{ai}$ means clustered arrival of jobs. Suppose four jobs have arrived into the system as a cluster. Then, the node would not initiate any load sharing activity until it completes these four jobs. Although not shown here, probing activity decreases with increasing inter-arrival CV. On the other hand, clustered arrival of jobs fosters increased load sharing activity in sender-initiated policies. Thus, the sender-initiated policies...
tend to transfer more jobs than the receiver-initiated policies and achieve better load sharing.

Both hierarchical and single coordinator policies, while providing much better performance than the SI and RI policies, exhibit more sensitivity to arrival CV than to service CV. The main reason for their sensitivity is that they both implement the receiver-initiated load distribution and suffer from the problem discussed in the last paragraph.

6. PERFORMANCE OF TYPE II SYSTEMS

In type II heterogeneous systems, nodes may have different processing rates in addition to seeing different job arrival rates as in type I systems. As in the type I systems, we consider a system with \( N = 32 \) nodes consisting of two node classes with processing rates of \( \mu_1 = 0.5 \) and \( \mu_2 = 1 \). Due to space limitations, we will only present a sample of the simulation results here.

6.1. Performance as a function of system load

This section presents the results as a function of offered system load. For this experiment, we have divided the 32 system nodes equally between the two node classes (i.e., \( N_1 = N_2 = 16 \)). The offered system load is maintained the same for both classes. That is, the arrival rate of class 1 is maintained at half of that for class 2 nodes because class 2 nodes are twice as fast (i.e., \( \lambda_1 = \lambda_2 / 2 \)). We have run several experiments to determine the best threshold value for each class of nodes. In general, the threshold values \( T_1 = 2 \) and \( T_2 = 3 \) are found to be good choices. The results are presented in Figure 6.1. The inter-arrival and service time CVs for both classes are fixed at 4 (i.e., \( C_{a1} = C_{a2} = 4 \)).

Both sender-initiated and receiver-initiated policies perform the same until the offered system load is about 0.6. Beyond that the receiver-initiated policy performs significantly better than the sender-initiated policy. The performance difference between SI and RI also depends on the number of class 1 and class 2 nodes. If there are more class 1 nodes (which are slow nodes in our case), the performance difference increases. This issue is discussed in the next section.

Analysis of simulation data for each class suggests that, in SI policy, more jobs are transferred from class 2 to slower class 1 nodes. Since the job arrival rate of class 2 nodes is twice that of the class 1 nodes and \( T_1 \) is 2 and \( T_2 \) is 3, the probability of finding a sender node in class 2 is higher than in class 1. Since the probing process is unbiased, more jobs are transferred to class 1 nodes. As a result, the response time of class 1 jobs is substantially higher than that of class 2 jobs.

In RI policy, job movement across the class boundary is more balanced than that in SI policy. This is because class 2 nodes have a higher probability of being in the sender state than class 1 nodes. As a result of this balanced job movement, the difference between the response times of the two classes is smaller than in SI policy.

As in the type I systems, the hierarchical policy provides a much better performance than the SI and RI policies. Its performance is close to that of the single coordinator policy up to about 0.7 offered system load. The difference between these two policies is noticeable only at high system loads for reasons given in Section 5.

6.2. Impact of degree of heterogeneity

In this section we will look at the impact of degree of heterogeneity on the system performance. Figure 6.2 shows the response time as a function of number of class 1 nodes \( N_1 \). Note that the number of class 2 nodes (i.e., faster nodes) \( N_2 \) is given by \( 32 - N_1 \). Thus as we move from left to right in Figure 6.2, the number of slower nodes increases in the system. As a result all policies experience increase in response time. However, only the SI policy exhibits more sensitivity to \( N_1 \) than the other three policies. This is because the sender-initiated policy finds it difficult to locate a receiver as there are fewer receivers than senders (because the system load is 80%). As a result, the SI policy moves the system closer to no load sharing than the RI policy. This coupled with the fact that there are more and more slower nodes as we move right in Figure 6.2 causes the response time to increase much more quickly with SI than RI policy.
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**Figure 6.1** Performance sensitivity to offered system load \((N = 32 \text{ nodes}, N_1 = N_2 = 16, \lambda_1 = \lambda_2 / 2, C_{a1} = C_{a2} = 4, \mu_1 = 0.5, \mu_2 = 1, C_{S1} = C_{S2} = 4, B = 4, T_s1 = 2, T_s2 = 3, T_{R1} = T_{R2} = 1, P_l = 3, \text{transfer cost} = 1\%\))
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**Figure 6.2** Performance sensitivity to the threshold parameter \((N = 32 \text{ nodes}, N_1 \text{ is varied, } N_2 = N - N_1, \lambda_1 = 0.4, \lambda_2 = 0.8, C_{a1} = C_{a2} = 4, \mu_1 = 0.5, \mu_2 = 1, C_{S1} = C_{S2} = 4, B = 4, T_s1 = 2, T_s2 = 3, T_{R1} = T_{R2} = 1, P_l = 3, \text{transfer cost} = 1\%)\)
The hierarchical policy exhibits a more robust behaviour and its performance is similar to that of the single coordinator policy. Again, this demonstrates that maintaining global system state information in the form of hierarchy is beneficial in improving the overall system performance.

7. Conclusions

Load sharing is a technique to improve the performance of distributed systems by distributing the system workload from heavily loaded nodes to lightly loaded nodes in the system. Previous studies have considered two dynamic load sharing policies: sender-initiated and receiver-initiated. In the sender-initiated policy, a heavily loaded node attempts to transfer work to a lightly loaded node and in the receiver-initiated policy a lightly loaded node attempts to get work from a heavily loaded node. These two are distributed policies as the system state information is distributed across the system. While such distribution of state information makes these policies suitable for large distributed systems, they do suffer in performance.

The centralized single coordinator policy is the best policy from the performance point of view in the absence of contention for the coordinator node. However, for large systems the coordinator may become a bottleneck limiting the performance benefits of such a policy. In addition, the single coordinator causes fault-tolerance problems as load sharing is dependent on this single coordinator node. Furthermore, in large hierarchically distributed networks (e.g., several LAN clusters connected by a WAN), consulting the central coordinator is expensive and leads to performance problems.

The hierarchical policy minimizes these performance problems. We have compared the performance of the hierarchical load sharing policy with that of the two distributed policies and the centralized single coordinator policy. In order to see how close the hierarchical policy performs in comparison to the single coordinator policy, we have considered the scenario where the bottleneck problem does not exist in the centralized policy. We have shown that the hierarchical policy performs very similar to the single coordinator policy (which provides the best performance in the absence of contention) for all the various system and workload parameters considered in this study.
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